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Common Methodological Flaws in Economic Evaluations
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Abstract: Economic evaluations are increasingly being used by
those bodies such as government agencies and managed care groups
that make decisions about the reimbursement of health technologies.
However, several reviews of economic evaluations point to numer-
ous deficiencies in the methodology of studies or the failure to
follow published methodological guidelines.

This article, written for healthcare decision-makers and other
users of economic evaluations, outlines the common methodological
flaws in studies, focussing on those issues that are likely to be most
important when deciding on the reimbursement, or guidance for use,
of health technologies.

The main flaws discussed are: (i) omission of important costs or
benefits; (ii) inappropriate selection of alternatives for comparison;
(iii) problems in making indirect comparisons; (iv) inadequate
representation of the effectiveness data; (v) inappropriate extrapo-
lation beyond the period observed in clinical studies; (vi) excessive
use of assumptions rather than data; (vii) inadequate characterization
of uncertainty; (viii) problems in aggregation of results; (ix) report-
ing of average cost-effectiveness ratios; (x) lack of consideration of
generalizability issues; and (xi) selective reporting of findings.

In each case examples are given from the literature and guidance
is offered on how to detect flaws in economic evaluations.
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Economic evaluations are increasingly being used by those
bodies such as government agencies and managed care

groups that make decisions about the reimbursement of health
technologies.1–4 The growing prominence of economic eval-
uation in decision-making processes has led to increased
scrutiny of studies and their methods. That is, given the
importance of the decisions that economic evaluation seeks to
inform, can the studies be trusted to deliver reliable results?

Several reviews of published economic evaluations are
not very encouraging, pointing to numerous deficiencies in
the methodology of studies or the failure to follow published
methodological guidelines.5–10 Some commentators argue
that economic evaluations are inherently more subject to
methodological flaws than clinical trials, which form the
basis of registration decisions for drugs and other technolo-
gies.11 Others argue that the mere existence of substantial
industrial sponsorship for economic evaluation increases the
risk of bias.12,13

However, the mere fact that deficiencies exist in pub-
lished studies may not mean that the analysts concerned have
failed or been unduly influenced by the sponsors of the study.
Rather, the question we need to ask is whether, given the data
available to them at the time of the study, the analysts made
the best possible contribution to the decision-making process.
This is particularly important in the context of reimbursement
decisions for health technologies, because a decision needs to
be made at a given point in time, usually around the time of
launch of the product. This does not mean, of course, that the
decision cannot be revisited as further evidence emerges.

In the context of using economic evaluations for reim-
bursement decisions, the most relevant review is that by Hill
et al14 of economic submissions made to the Pharmaceutical
Benefits Advisory Committee in Australia. Of a total of 326
submissions between January 1994 and January 1997, 218
(67%) had significant problems and 31 had more than 1
problem. Although the authors were initially surprised by the
number of submissions with methodological problems, they
concluded that this situation was not unexpected given the
nature of the process, which requires a complicated synthesis
of data from a variety of sources.

This article is written for healthcare decision-makers
and other users of economic evaluations. It outlines common
methodological flaws in studies, focusing on those issues that
are likely to be most important when deciding on the reim-
bursement, or guidance for use, of health technologies. When
possible, suggestions are made for dealing with the method-
ological problems identified.

COMMON FLAWS IN STUDY DESIGN
It is worth noting that there are 2 basic approaches to

economic evaluation. In trial-based studies, economic data
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(eg, resource utilization, quality of life) are collected along-
side a single clinical study, usually a controlled clinical trial.
In modeling studies, data from a wide range of sources (eg,
existing clinical trials, observational studies) are synthesized
using an economic model.

Although some commentators11,15 take the view that,
given the choice, trial-based studies are in some sense supe-
rior, the view taken here is that rather than being alternative
forms of analysis, they are complementary. This is illustrated
by the fact that most trial-based studies involve some element
of modeling or synthesis.16

A classic example of this is the study by Mark et al,17

undertaken alongside the GUSTO I trial of tPA versus strep-
tokinase in patients with acute myocardial infarction (MI).
Many elements of data such as those on survival at 1 year,
resource use over 1 year, and health state valuations at 1 year
came from the trial. However, to estimate the life-years and
quality-adjusted life-years (QALYs) gained, it was necessary
to use an observational study of patients experiencing MIs,
and cost data were obtained from a mixture of sources.

Some of the methodological flaws discussed subse-
quently apply both to trial-based and modeling studies,
whereas others apply more to 1 type of study than the other.

Omission of Important Costs or Benefits
Most published methodological guidelines for eco-

nomic evaluation state that all relevant costs and benefits
should be considered in the analysis. Clearly, 1 way of
biasing a study would be to omit from consideration items
that might count against the treatment or program of interest.
For example, in an evaluation of a new drug, one might be
tempted to downplay the impact, on resource use or quality of
life, of adverse events associated with the therapy.

Of course, the range of costs and benefits that is
deemed “important” depends on the viewpoint, or perspec-
tive, of the analysis. The adoption of a broad societal view-
point raises the biggest measurement challenges, and it may
be tempting to omit items from consideration. In these situ-
ations, it is necessary to make a judgment on whether the
omitted items, if included, would make a substantial differ-
ence to the study results. Sometimes, the analysts can help by
undertaking a sensitivity analysis. For example, in an evalu-
ation comparing tPA with streptokinase, Mark et al included
the long-term costs of disabling strokes in a sensitivity
analysis and found that this did not have a major impact on
the overall study results. From this, one might infer that
including the nonmedical costs of those strokes (the only
clinical outcome that was inferior for tPA) would not have
changed the results of the study.

Although the choice of perspective, and adherence to
the chosen perspective, is of general importance in judging
the methodological quality of economic evaluations, it is
probably not a major source of methodological flaws in

submissions to reimbursement agencies, because usually the
agency can be quite explicit about the perspective to be
adopted and the costs and benefits that should be considered.
However, there remain some strong normative arguments in
favor of a broad societal perspective,18 which may conflict
with that preferred by the decision-maker. In these circum-
stances, it can be argued that an appropriate analysis will
explore the robustness of the results to the chosen per-
spective.

Selection of Alternatives for Comparison
The cost-effectiveness of a given therapy can only be

judged in relation to 1 or more alternatives, which may
include “doing nothing.” Therefore, the choice of alternatives
is critical because it provides the basis of incremental cost-
effectiveness analysis. Clearly, the incentive for the manu-
facturer or sponsor of a given health technology is to pick an
alternative that shows its own therapy in a good light.

Most of the published guidelines for economic evalu-
ation state that the most relevant alternative is “current
practice” or the most widely used therapy/therapies in the
jurisdiction concerned. Usually this should be possible to
determine, so the risk of flaws is probably small. However,
problems could occur if “current practice” is itself inefficient.
Therefore, some guidelines state that “a viable low-cost
alternative” should be considered.6,19 More generally, it can
be argued that all relevant alternative therapies should be
considered, including no treatment, although this may not be
straightforward in terms of measurement.

Another problem, most frequently occurring in trial-
based studies, is that the alternatives compared in the eco-
nomic evaluation are inappropriate because the comparison is
constrained by the clinical trial itself. This arises because
economic evaluations are often conducted alongside trials
being undertaken for drug registration purposes, in which the
comparator to the drug of interest may be a placebo or an
older therapy, neither of which may represent “current prac-
tice” in the jurisdiction concerned.

Sometimes current practice may differ by jurisdiction.
For example, in their economic evaluation of enoxaparin (a
low-molecular-weight heparin) for prophylaxis against deep-
vein thrombosis (DVT), O’Brien et al20 found that all the
trials used standard heparin as a comparator. However, in
Canada, the setting for their study, warfarin was the most
commonly used drug. That is, the trials, which had been
predominantly conducted in Europe, had the “wrong” com-
parator. Therefore, a modeling study was undertaken using
indirect comparisons, that is, comparisons using clinical data
that do not come from head-to-head studies of the 2 therapies
concerned. (More on this subsequently.)

As in the case of the choice of study perspective, it
should be possible (in a reimbursement environment) for the
payer or decision-maker to specify which alternatives should
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be compared. In the United Kingdom, this is usually part of
a scoping exercise undertaken by the National Institute for
Clinical Excellence (NICE).

COMMON FLAWS IN DATA COLLECTION
AND ANALYSIS

Making Indirect Clinical Comparisons
It was mentioned previously that clinical trials may not

always compare the relevant alternatives. In the context of
reimbursement decisions, this problem becomes most acute
when there are a number of new therapies for a given
condition (eg, glycoprotein IIb/IIIa antagonists for treatment
of acute coronary syndromes, anti-TNF therapy for rheuma-
toid arthritis). In these situations, the payer or decision-maker
may want to assess not only whether the newer therapies (in
general) represent good value for the money, but also whether
there are differences in cost-effectiveness among them.
(Indeed, manufacturers may want to make the same distinc-
tions to justify a premium price for their product.)

The problem is that, at the time of the reimbursement
decision, it is highly unlikely that there will be head-to-head
clinical trials of the therapies concerned. In part, this may be
because such trials are costly and time-consuming to under-
take. In part, it may be because it is not possible to undertake
a trial comparing 2 investigational therapies. Whatever the
reason for the lack of head-to-head studies, an economic
evaluation seeking to provide relevant information to a reim-
bursement agency will have to incorporate an estimate of
treatment effect that is based on indirect comparisons.

It has long been argued that indirect comparisons are
potentially subject to methodological flaws, mainly because,
outside the confines of a single randomized, controlled clin-
ical trial, one cannot be sure that the patients enrolled in the
various trials are equivalent in terms of baseline risk, that the
settings for the trials are comparable, and that end points are
measured in the same way. Therefore, an apparent superiority
for 1 therapy, over another, in an indirect comparison may be
as much the result of differences in the trials as to differences
between the therapies themselves.

These concerns have led the Australian Pharmaceutical
Benefits Advisory Committee to specify that claims of supe-
riority (for 1 drug over another) can only be substantiated
through head-to-head studies.1 In the United Kingdom, the
position adopted by NICE is more flexible, and it is expected
that data synthesis will be required, because of the absence of
head-to-head comparisons of the relevant alternatives.3

If indirect comparisons are to be considered, how
should they be made? Often they are made using a common
therapy, to which the therapies of interest have been com-
pared in separate trials. (For example, in the case of new
drugs, it is likely that they have both been compared with
placebo, or an older therapy.)

Some analysts have made these comparisons without
adjustment based on a common comparator when available.
For example, O’Brien et al20 compared the results of enox-
aparin and warfarin placebo-controlled trials in terms of the
pooled rates of DVT on single arms of the trial. If there were
important differences in the trials such as the enrollment of
patients with different baseline risks of DVT, the comparison
could be misleading because the analysis involves breaking
randomization.

One improvement on this is the approach used by
Palmer et al21 in a study of glycoprotein IIb/IIIa antagonists
(GPAs) in acute coronary syndromes. They used a meta-
analysis of 18 trials, each of which compared GPAs with a
common comparator (standard therapy). The metaanalysis
generated a pooled estimate of the relative risk reduction of
cardiac events compared with standard therapy. In a decision
analytic model, this was then used as the treatment effect for
GPAs by adjusting an estimate of the baseline risk without
GPAs from an observational study relevant to the setting
where the study was required (the United Kingdom).

The use of estimates of treatment effect based on
indirect comparisons when there is a common comparator has
recently been shown on many occasions to agree with the
results of head-to-head clinical trials.22 Clearly, a more chal-
lenging situation exists in which there is not a common
comparator. This was the case in a recent study of the relative
cost-effectiveness of newer drugs for treatment of epilepsy.23

In this case, Bayesian Markov Chain Monte Carlo models for
multiparameter synthesis were used.24 Although the use of
such models cannot guarantee the absence of bias (neither can
head-to-head trials!), they can give decision-makers the best
available estimate of relative effectiveness (and cost-effec-
tiveness) within the constraints of data availability.

Inadequate Representation of the
Effectiveness Data

In making the case for a given therapy or health
technology, the temptation is to present the subset of evi-
dence that best supports the argument. This is why the
proponents of systematic review go to considerable lengths to
identify all clinical studies, both published and unpublished.

Clearly, any economic evaluation should be based on
an adequate representation of the underlying effectiveness
data. One of the most widely discussed examples of problems
in this regard concerns the study by Jönsson and Bebbing-
ton25 on selective serotonin reuptake inhibitors (SSRIs) for
treatment of depression. They used, as the basis for their
decision analytic model, a clinical study by Dunbar et al26

published in the British Journal of Psychiatry. The clinical
study was in fact a summary of 6 separate trials of paroxetine
(the SSRI) compared with imipramine (a tricyclic antide-
pressant).
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Using the clinical data from the Dunbar et al study,
which showed superiority for paroxetine in terms of with-
drawal from therapy, Jönsson and Bebbington were able to
construct an economic argument in favor of the SSRI based
on the cost of managing “dropouts” from therapy. However,
their study was criticized by Freemantle and Maynard,27 who
argued that metaanalyses of all the studies of paroxetine
compared with conventional antidepressants showed a much
smaller advantage for the new drug. In fact, the study by
Dunbar et al was the only one showing a clear advantage
judged by the conventional criteria of statistical significance.
At least reasons for the exclusion of some of the trials should
be given.

If the use of a subset of the clinical evidence is
misleading, under what circumstances could an economic
study based on a single clinical trial be valid? In a response
to Freemantle and Maynard, Jönsson28 argued that, in good
faith, the economic study was based on clinical data pub-
lished in a good-quality peer-reviewed journal. It seems that,
although it may be admissible for clinical researchers to
publish the results of a single clinical trial, reimbursement
decisions are, by definition, based on a synthesis of all the
available data.

Although a full answer to the question posed here is
beyond the scope of this article, it seems that a trial-based
economic evaluation would only be acceptable as a basis for
a reimbursement submission under very specific circum-
stances. These would include when the trial concerned
represented the only effectiveness evidence on the health
technology or that its design was considered far superior to
previous studies. For example, it might be much larger or
conducted under conditions more representative of regular
clinical practice. These situations are quite rare, which sug-
gests that in trial-based studies, there should always be some
element of modeling or interpretation of results in relation to
the broader range of clinical studies.

Certainly, in the United Kingdom, the independent
teams providing technology assessment reviews (TARs) for
NICE undertake a thorough systematic review of the clinical
data as a basis for any subsequent economic modeling.
Examples of a close link between systematic review and
economic evaluation also exist in the published literature,
although such examples are still relatively rare. (See the
paper by Jefferson et al8 for an example.)

Inappropriate Extrapolation Beyond the
Period Observed in Clinical Studies

In the discussion of the study by Mark et al,17 it was
mentioned that benefits were extrapolated beyond the period
observed during the GUSTO I clinical trial (which lasted for
1 year). Of course, some economic evaluations extrapolate
from an intermediate end point to a final outcome. This
was the case in the early studies of cholesterol-lowering

therapies, which used an epidemiologic model to link reduc-
tions in serum cholesterol to reductions in congenital heart
disease risk.29

The issue of extrapolation is probably the most debated
point in economic submissions to reimbursement agencies,
because only in a minority of cases (eg, studies of antibiotics)
are the full benefits (and harms) of therapy observed during
the period of the clinical trial.

In some cases, the need for extrapolation is self-appar-
ent such as in diseases like diabetes, in which the major
consequences occur in the long term. Here, the validity of
extrapolation rests on the quality of the epidemiologic data,
linking risk factors that can be modified by therapy to the
long-term outcomes. Clearly, it would not be possible to wait
20 or 30 years for the definitive clinical trial demonstrating
that modification of the risk factor led to a superior outcome.

However, in other cases, the justification for extrapo-
lation and the methods for undertaking it are much more
judgmental. For example, in chronic, disabling conditions
like rheumatoid arthritis and Alzheimer disease, the clinical
trials may last for only 1 year. In studies of therapies to
prevent disease such as those of hypertension or cholesterol-
lowering, the clinical trials may last for 5 years, but the
benefits of therapy are likely to continue beyond the period of
the trial. Therefore, a full analysis of the costs and benefits of
therapy is likely to require some elements of extrapolation.

The view taken on extrapolation beyond the period of
the trial can have a major impact on cost-effectiveness re-
sults. The most important judgment probably relates to the
clinical benefit beyond the duration of the trial, but other
important judgments relate to the incidence of rare side
effects (not observed during the trial) and long-term compli-
ance with therapy. The judgment on the latter may not be
critical if lack of compliance, or discontinuation of therapy,
means a reduction in cost of the therapy (eg, reduced drug
consumption) as well as potential loss of benefits. However,
in a study of combination antiretroviral therapy versus mono-
therapy in patients with HIV, Chancellor et al29a assumed that
as soon as combination therapy ceased to have an advantage,
it would be discontinued. This would not be the case unless
the patients were closely monitored. There is, therefore, a risk
that the economic advantages of combination therapy would
be overstated.

The problems inherent in predicting future clinical
benefits are well illustrated by the study by Schulman et al30

on the cost-effectiveness of early zidovudine therapy for
patients with HIV. The study used clinical data from the 019
trial, which was stopped on ethical grounds after 1 year, when
it was observed that the patients randomized to zidovudine
therapy had a slower progression to AIDS, as measured by
CD4 counts. Schulman et al estimated the cost-effectiveness
of zidovudine, compared with no therapy, based on 2 assump-
tions: 1) that the total benefit was only that observed during
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the first year, this 1 year difference in the survival curves
being projected into the future; and 2) that there was a
continuous benefit of therapy, namely the benefit observed in
the first year was repeated in subsequent years (ie, divergent
survival curves).

In the absence of any other data, one might argue that
the first assumption was reasonable (and probably conserva-
tive). However, longer-term studies showed that there was a
“catch-up” effect such that after 3 years, there was no differ-
ence in life expectancy irrespective of whether the patient
received zidovudine.

One lesson here is that the seemingly benign approach
of projecting out the survival curves on a parallel basis can
overstate the true benefits of therapy if there is any decline in
effectiveness over time. This is also illustrated by the study
by Sharma et al31 on the cost-effectiveness of photodynamic
therapy for subfoveal choroidal neovascularization secondary
to age-related macular degeneration. Cost-effectiveness esti-
mates based on a follow up of 2 years (the period observed
during the clinical trial) ranged from $87,000 (Canadian) to
$174,000 (Canadian) per QALY. The corresponding esti-
mates for a follow up of 11 years were $43,000 (Canadian) to
$87,000 (Canadian), the difference being mainly accounted
for by the additional QALYs gained by projecting the area
under the curve over a longer period.

Clearly, there are many different approaches to the
projection of benefit beyond the trial. The most conservative
would be the so-called “stop and drop” approach, in which no
benefit is assumed beyond that observed. This may be appro-
priate in some diseases such as chronic renal failure, in which
cessation of therapy is likely to result in death, but is probably
inappropriate for most chronic diseases. Here the most likely
possibility is a gradual decline in effect over time. In some
cases, there may also be a “catch-up” effect when the patient
discontinues therapy.

Sometimes, analysts modeling the same therapy have
made different assumptions. For example, in 2 separate eco-
nomic evaluations of donepezil for Alzheimer disease,
O’Brien et al32 assumed that, beyond the trial period, that the
treatment effect was maintained, whereas Neumann et al33

assumed that the curves jump back to the original point by
varying the time horizon. As a result, the Neumann et al
cost-effectiveness estimates are less optimistic for the drug.

Beyond recognizing the fact that different assumptions
about the maintenance of treatment effect will generate dif-
ferent results, it is difficult to argue (in the absence of data)
that 1 approach is more flawed than another. However, it
might be possible to identify cases of extreme optimism. For
example, in assessing the cost-effectiveness of beta-inter-
feron in multiple sclerosis, Kendrick and Johnson34 used a
simple regression analysis to estimate a relationship between
the clinical outcome measure (the Expanded Disability Status
Scale) and time using data from a clinical trial. They then

simply extrapolated by drawing a straight line out into the
future. That is, they assumed that all patients would stay on
therapy and would all continue to receive the level of benefit
that they had received in the past. This contrasts with a model
commissioned by NICE, which showed that a key assumption
concerned what happened to patients once they discontinued
beta-interferon, a parameter for which some data were al-
ready available.35 The cost-effectiveness estimates for the
Chilcott et al model were at least twice as high as those for
the Kendrick and Johnson model.

Finally, another study by Caro et al36 illustrates the
difficulties of even defining the within-trial period. Their
study was an economic evaluation of primary prevention with
pravastatin for people with elevated cholesterol. Although the
trial lasted for a considerable period of time (with an average
follow up of approximately 5 years), only 10% of the benefit
(in life-years gained) used in the cost-effectiveness estimates
was actually observed during the period of the trial. Most of
the benefit was extrapolated from events that occurred during
the trial period (eg, unstable angina) but whose consequences
would mainly manifest themselves in the future.

The approach taken by Caro et al was, in some respects,
a within-trial analysis, because it considered only the costs
and events occurring during the period of the trial. However,
the benefits attributable to some of these events were pro-
jected into the future.

There are 2 problems with this approach. First, it is
unreasonable to expect that drug therapy for people with
elevated cholesterol would be stopped after the period of the
trial. Therefore, the costs of therapy could be expected to
continue into the future, apart from those patients who dis-
continue therapy over time owing to side effects or inconve-
nience. Second, for the cost-effectiveness estimates of Caro et
al to be valid in the long-term, it would be necessary to
assume that the benefits observed during the first 5 years
would be repeated in the next 5 years, and so on. This may
not be realistic.

From a methodological standpoint, it is important for
analysts not to present just 1 set of cost-effectiveness esti-
mates using a single method of extrapolation. Rather, a series
of scenarios should be presented based on different extrapo-
lation assumptions. This will provide an indication of how
robust the cost-effectiveness results are to the extrapolation
approach. When results are sensitive to the choice of method,
the onus is on the decision-maker to identify which methods
he or she considers the most reasonable.

Excessive Use of Assumptions Rather
Than Data

One of the greatest attributes of economic analysis
in any field is the ability to work with imperfect data. In
many branches of economics, this attribute is borne out of
necessity, because it is often difficult to conduct controlled
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experiments (eg, into the impact of fiscal measures on the
economy). However, in contrast, the biomedical field is
characterized by extensive experimentation (eg, clinical
trials) and large observational studies (eg, epidemiologic
studies).

Therefore, the economist’s approach, of making a se-
ries of assumptions backed up by sensitivity analysis, is often
considered alien by those with a biomedical training. An
example of the use of multiple assumptions is the study by
Kristiansen et al37 on the cost-effectiveness of a community
intervention program to lower cholesterol in the Norwegian
male population. The authors made 10 key assumptions
regarding:

Participation in the community intervention program;
The number of physician visits per year for dietary treatment;
The reduction in serum cholesterol obtained by community

interventions;
The effectiveness of dietary interventions;
The reduction in coronary heart disease achieved by a given

reduction in serum cholesterol;
The proportion of MIs that were fatal;
The change in the rate of MIs over time (for a given

population cohort);
The cost of a mass media campaign;
The reduction in quality of life through being identified as

being at high risk of heart disease; and
The gain in quality of life from avoiding a nonfatal MI.

Although many of the assumptions were based on
existing data and (for all we know) may have been reason-
able, the extensive use of assumptions often raises concerns
and may be viewed as a methodological flaw by those trained
in the biomedical sciences.

However, it should be emphasized that the purpose of
economic evaluation is to assist decision making at a point in
time based on existing evidence. In some circumstances,
particularly for new technologies which have hardly been
used in routine practice, little or no data may exist for
particular parameters, and the use of appropriately elicited
expert opinion may be appropriate. However, it is crucial that
the uncertainty that is then associated with these parameters is
reflected in sensitivity analysis.

Inadequate Characterization of Uncertainty
Until relatively recently, the usual approach to handling

uncertainty in economic evaluations was to conduct a sensi-
tivity analysis. Here, the estimates of key parameters are
varied individually or collectively to assess the sensitivity of
the study result to the various assumptions.

Although almost all economic evaluations contain a
sensitivity analysis, several reviews have shown that the
approaches used are often inadequate.38 The 2 main flaws are
as follows. First, the choice of parameters to vary, and the

range over which they are allowed to vary are often not
adequately justified. Therefore, the authors of a study can
give an appearance of stability in their findings by omitting
important parameters from consideration or by only varying
them by a small amount.

The ranges for variation of some parameters can easily
be prescribed. For example, one might argue that an estimate
of clinical effect size should be varied over a range corre-
sponding to that bounded by the 95% confidence interval
around the estimate. However, the ranges for other parame-
ters such as the cost of a hospitalization are less easily
determined.

The other major flaw is the failure to account for the
combined effect of several parameters varying at the same
time. That is, the majority of analysts conduct only a series of
1-way sensitivity analyses. Of course, whereas it may be
possible to conclude that variation in individual parameters
makes no difference to the overall result, the combined
variation in a number of parameters could make a difference.
Some approaches to sensitivity analysis such as multiway
sensitivity analysis, threshold analysis, and scenario analysis
partly deal with this problem. Another approach, called prob-
abilistic sensitivity analysis is now becoming widely used in
decision analytic modeling studies.39 Here, probability
distributions are applied to the specified ranges for the
key parameters and samples drawn at random from these
distributions to generate an empiric distribution of the cost-
effectiveness ratio.

Fortunately, the analysis of uncertainty is 1 area in
which economic evaluation has experienced important meth-
odological developments in recent years. These include the
analysis of stochastic data from economic clinical trials, the
development of probabilistic models, and Bayesian interpre-
tations of data, including the use of cost-effectiveness accept-
ability curves. (See Briggs40 for a good review.)

Most of these approaches are now becoming the ac-
cepted standard, and it is likely that users of studies will have
a much better appreciation of the uncertainty in study results
in the future. However, it should be noted that probabilistic
models still embody analysts’ judgments about the range of
variation in key parameters and their distributional form;
hence, the importance, in modeling, or maintaining the trans-
parency of methods.41

COMMON FLAWS IN INTERPRETATION OR
REPORTING OF RESULTS

Problems in Aggregation of Results
Most economic evaluations, whether they are trial-based

studies or modeling studies, usually present an aggregate result
such as an incremental cost-effectiveness ratio (ICER) or a net
benefit. Although such a synthesis is helpful, because it can be
related to a given decision rule (eg, the ICER must be below a
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given threshold), it also causes problems if the individual com-
ponents of data are not reported.

The main problem is that the decision-maker may find
it difficult to decompose the overall result, or may not fully
appreciate the importance of each element of data or each
assumption. That is, aggregation does not constitute a flaw in
its own right; rather, the higher the degree of aggregation, the
greater the chance of hiding various methodological flaws.
For this reason, there has been considerable interest in devel-
oping reporting guidelines for economic evaluations in the
interests of increasing transparency.41–43

Reporting Average Cost-Effectiveness Ratios
Many published economic evaluations report average

cost-effectiveness ratios—that is, total costs divided by total
effects for the 2 therapies being compared. Two problems
arise here. First, for each therapy, the implied comparison is
a mythical alternative with no costs and no effects. Second,
one might be tempted to make a comparison between the 2
therapies based on these data.

Although many studies report average ratios, it is rare
to find examples in which the ultimate sin (of implying a
comparison) is committed. However, the following example
was taken from a submission to the Transparency Commis-
sion in France (see Table 1). The details have been sup-
pressed to protect the guilty.

Lack of Consideration of Generalizability Issues
This issue has 2 elements. First, results observed in

clinical trials may not be achieved in regular clinical practice.
Second, whereas clinical data may be transferable from place
to place (eg, 1 geographic location to another), economic data
may not.

The generalizability of data from an experimental set-
ting to regular practice is widely discussed in economic
evaluation. For example, there have been a number of papers
discussing the problem in conducting economic evaluations
alongside clinical trials (eg, protocol-driven costs). (See
Glick et al44 for a good review.) Also, it is common to see
adjustments in decision analytic models to allow for lower
compliance or lower efficacy in regular clinical practice.
Whereas failure to make such adjustments would constitute a

methodological flaw, economic analysts often have a better
appreciation of this issue than their clinical colleagues.

The problems in transferring economic data from place
to place has also been widely discussed. (See Sculpher et al45

for a recent review.) However, the difficulties in interpreting
economic data from another setting are not always adequately
addressed. For example, the resources used during an inpa-
tient stay in cardiology are likely to be much different
between the United Kingdom, where clinical management is
often conservative, and the United States, where there is a
much greater use of investigational procedures. Of course,
this could affect outcome as well as cost.

It would therefore constitute a methodological flaw not
to address these points in the discussion and reporting of
results, especially if they had not been addressed in the
analysis. Many of the agencies requesting economic submis-
sions require that the data and analyses reflect their own
setting. This obviously applies to the unit costs (prices) used
in the analysis, but also applies to the resource use estimates
(because these reflect clinical practice patterns) and health
state valuations for calculation of QALYs. Some agencies
even request the economic models so that they can input their
own data.

Selective Reporting and General Emphasis
on Findings

Finally, in a situation of advocacy, manufacturers or
sponsors of health technologies may be tempted to be selec-
tive in their reporting or to place an undue emphasis on
particular findings. In general, this can only be overcome by
decision-makers being more explicit about the analyses they
would like to see, and doing their utmost to ensure transpar-
ency in methods and reporting. Another step forward would
be to ban words like “substantial” and “minor” in the report-
ing of (say) the side effects of therapies.

GUARDING AGAINST THE MAJOR FLAWS
Although any methodological deficiency can, in prin-

ciple, compromise the results of an economic evaluation,
some flaws are clearly more fundamental than others.

First, failure to include all relevant alternatives can
seriously bias study results. Therefore, it is important that the
analyst demonstrates that he or she has considered all alter-
natives or can justify why some have been omitted. Also, an
economic evaluation based on a clinical trial comparing only
2 therapies would not be suitable for decision-making pur-
poses unless these were the only 2 therapies available.

Second, major errors can be incorporated through the
use of inappropriate methods for identifying and synthesizing
the effectiveness evidence. Therefore, it is important that a
systematic review is conducted to locate all the relevant
evidence and that data on the main parameters are synthe-

TABLE 1. Average Cost-Effectiveness Ratios

Costs (C) Effects (E) C/E

Asthma Drug A €4500 15 €300
Asthma Drug B €2750 10 €275

(Effects were measured in symptom-free days.) In the submission, the
argument was put forward that “an extra €25 was not a lot to pay for the
superior effectiveness.” Of course, in an incremental analysis the extra symptom-
free days are being bought at a cost of €350 each �(4500 � 2700)� � 5�.
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sized in a way that recognizes, and accounts for, the potential
biases in making indirect comparisons.

Third, given the inevitable uncertainties in the data and
methods of economic evaluation, it is important that uncer-
tainty is characterized adequately. The preferred approach is
to undertake a probabilistic sensitivity analysis (PSA), be-
cause this considers all the input parameters simultaneously,
provides a complete picture of the joint parameter uncer-
tainty, and gives a summary measure of the implications of
uncertainty. This includes a careful consideration of the
uncertainty associated with “structural” assumptions within a
model such as those relating to extrapolation over time. In
principle, this form of uncertainty could be included in a
PSA, but to aid explicitness with decision-makers, reporting
multiple scenarios may be preferable.

Finally, errors can be introduced by using data that are
not relevant to the setting that is under consideration. There-

fore, issues relating to the generalizability of data need to be
recognized and, if necessary, adjustments made. Issues of
generalizability should also be taken into account when
assessing whether the results of a given study apply to other
settings.

CONCLUDING REMARKS
This article has attempted to identify the major flaws in

the design, analysis, and reporting of economic evaluations
and, when possible, to suggest improvements. No study is
likely to be completely free of flaws, so it is important that
study users know how to detect them. As an initial contribu-
tion to this process, a list of potential flaws and questions for
users to ask is given in Table 2.

In exposing all the potential flaws in economic evalu-
ations, the danger is that the perfect will be the enemy of the
merely good. Therefore, it is important to recognize that

TABLE 2. Detecting Flaws in Economic Evaluation

Potential Flaw Questions for Users to Ask

Omission of important costs or benefits Given the chosen study perspective, is it likely that any of the
omitted costs or benefits have a big impact on study results?

Selection of an inappropriate alternative for comparison Are any relevant alternatives omitted?
Is the alternative selected for comparison an inefficient treatment

option?
Biases in synthesizing clinical data Where effectiveness estimates are based on synthesis (eg,

metaanalysis), have potential differences in the clinical studies
been recognized and allowed for?

Inadequate representation of the effectiveness data Are all the available clinical studies used as a basis for the cost-
effectiveness study?

If some studies are excluded, is this decision justified?
Inappropriate extrapolation beyond the period observed in

clinical studies?
Is the time horizon for the economic study adequately justified?

In any extrapolation, are both “optimistic” and “pessimistic”
scenarios explored?

Excessive use of assumptions rather than data Are any data available to substantiate the major assumptions in
the study?

Is the impact of major assumptions explored through sensitivity
analysis?

Inadequate characterization of uncertainty Is some measure of precision presented for the main study
parameters (eg, a standard error)?

Does the analyst go beyond simple, 1-way sensitivity analysis?
Inappropriate aggregation of results Are the component parts of the cost-effectiveness ratio, or net

benefit estimate, presented?
Reporting average cost-effectiveness ratios Are all the comparisons between the alternatives expressed in

incremental form?
Lack of consideration of generalizability issues Does the analyst assume that the study results apply in other

settings?
What are the main differences, between the study setting and

others, that would affect the cost-effectiveness results?
Selective reporting and general emphasis on findings Are words like “substantial” and “minor” added as descriptors?

Is the discussion of study results evenhanded, or is undue
emphasis placed on the more positive results?
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most, if not all, reimbursement decisions are made at a time
when only imperfect information is available. Therefore,
the appropriate way to judge economic evaluations is not
whether they embody some ultimate “truth,” but whether they
lead to a better decision than would have been made in their
absence.
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